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Abstract. Users’ signing order is an important factor in multisignature schemes. In fact the signing order often reflects signer’s rank in a signing group. So far, many multisignature schemes, called structured schemes, have been proposed that provide verifiability of the signing order associated with the structure of a group of signers. However, there are not many structured multisignature schemes utilizing an algebraic structure of underlying algebraic operation. In this paper, we adopt a non-commutative ring homomorphism for constructing a structured multisignature scheme and study the security of the constructed scheme under the discrete logarithm assumption.
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1 Introduction

Electronic documents are prone to manipulation and digital signature is effective for proving legitimacy of the electronic documents. The electronic documents are often handled by multiple persons and authenticity of the documents should be guaranteed not only by a single person but by all associated persons. Multisignature allows multiple persons to sign a document and is suitable for such a situation.

In multisignature schemes, there are many cases where a signing order among signers is important. If the signing order is determined by signers’ rank, such an order should be verifiable. A multisignature scheme is called structured scheme when a created multisignature represents the structure among signers. In the structured scheme, the signing order of signers with the same rank does not need to be considered, but that of signers with different rank needs to be.

Most of the structured schemes do not utilize the algebraic structure of underlying algebraic operation. We anticipate that algebraic structure is a rich
source for extending cryptographic schemes in various ways. In this paper, we construct a structured signature based on a non-commutative ring homomorphism and study the security of the proposed scheme.

2 Preliminaries

2.1 Non-Commutative Ring Homomorphism

In general, homomorphisms are defined as follows [2].

Let \( G_1, G_2 \) be groups with respect to the operations ‘\( \circ \)’, ‘\( \bullet \)’, respectively. We say that a function \( f : G_1 \rightarrow G_2 \) is a homomorphism from \( G_1 \) to \( G_2 \) if the following condition hold.

\[
\text{For all } a, b \in G_1, f(a \circ b) = f(a) \bullet f(b)
\]

Let \( R_1, R_2 \) be rings with respect to the operations ‘\( + \)’, ‘\( \ast \)’, ‘\( \dagger \)’, ‘\( \circ \)’, respectively. We say that a function \( f : R_1 \rightarrow R_2 \) is a ring homomorphism from \( R_1 \) to \( R_2 \) if the following condition hold.

\[
\text{For all } a, b \in R_1, \text{ and } f(a + b) = f(a) \dagger f(b), f(a \ast b) = f(a) \circ f(b)
\]

We say that a function \( f : R_1 \rightarrow R_2 \) is a non-commutative ring homomorphism if multiplications ‘\( \ast \)’ and ‘\( \circ \)’ are non-commutative operations, respectively.

We say that a function \( f \) is a one-way function if the following conditions hold.

- It is easy to calculate \( f(x) \) from input \( x \).
- It is difficult to calculate \( x \) from input \( f(x) \).

The existence of a one-way function has not been proved yet. At the same, it is not proved that the function does not exist. Hereafter, we assume that a powering function is a one-way function. Computing the inverse of the powering function is called the discrete logarithm problem, DLP, and under the assumption described above DLP is difficult to solve.

A Example of Ring Homomorphism

We explain known results shown in [3]. The following non-commutative ring homomorphism is proposed.

- Definition of Operations

Addition ‘\( \dagger \)’, multiplication ‘\( \circ \)’ and addition ‘\( \dagger \)’, multiplication ‘\( \circ \)’ are defined in rings \( R, S \), respectively. We denote them by \( (R, \dagger, \circ), (S, \dagger, \circ) \). Those operations are defined as follows.

\[
\begin{align*}
\dagger & : \begin{pmatrix} a_1 & x \\ 0 & a_2 \end{pmatrix} + \begin{pmatrix} b_1 & y \\ 0 & b_2 \end{pmatrix} = \begin{pmatrix} a_1 + b_1 & x + y \\ 0 & a_2 + b_2 \end{pmatrix} \\
\circ & : \begin{pmatrix} a_1 & x \\ 0 & a_2 \end{pmatrix} \circ \begin{pmatrix} b_1 & y \\ 0 & b_2 \end{pmatrix} = \begin{pmatrix} a_1 \cdot b_1 a_1 \cdot y + b_2 \cdot x \\ 0 & a_2 \cdot b_2 \end{pmatrix}
\end{align*}
\]
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### Definition of Function
A concrete one-way function $f : \mathbb{R} \rightarrow \mathbb{S}$ is defined as follows.

$$ f \left( \begin{pmatrix} a & b \\ 0 & 0 \end{pmatrix} \right) \equiv \begin{pmatrix} a \mod p - 1 & g^b \mod p \\ 0 & d \mod p - 1 \end{pmatrix} $$

The one-way function $f : \mathbb{R} \rightarrow \mathbb{S}$ is proved to be a non-commutative ring homomorphism.

### 2.2 Related Work
A multisignature scheme using an extended RSA system is proposed in [5], and up until now many multisignature schemes have been proposed ([4,6,7,8,9,12,13]). Multisignature schemes that consider the signing order based on the structure among signers are proposed in [6, 7, 8, 9]. Most of such structured schemes do not utilize algebraic structure of underlying algebraic operation except the scheme in [9]. In [9], a structured multisignature scheme is proposed that utilizes non-commutative ring homomorphism for verifying the signing order among signers. However, the scheme in [9] does not accurately reflect the hierarchical structure of signers, because the scheme in [9] generates a different multisignature when the signing order is changed among signers with the same rank. Therefore, this paper proposes a multisignature scheme that fully reflects the hierarchical structure of signers by utilizing a non-commutative ring homomorphism. The proposed scheme generates the same multisignature even if the signing order is changed among signers with the same rank.

### 3 Construction of the Multisignature Scheme

#### 3.1 Basic Idea
Fig.3-1 is a model of multisignature that consider both the signing order and hierarchical structure. In this figure, We assume that Charlie has higher commissio than Alice and Bob. For signing a message $m$, Alice and Bob should to sign it ahead of Charlie. Signing from the lower rank often occurs in organizations.

![Fig.3-1. A model considering hierarchical structures](image)
Signature schemes that have been in a practical use are constructed by a group homomorphism. The difference between a group and a ring is the number of operations. Various cryptographic functionalities would be realized by the increased number of operations.

When the signing order is important in a group homomorphism, non-commutative operation is appropriate. In this case, when the order between Alice and Bob is changed, we obtain a different result. That is,

\[ \sigma_A \ast \sigma_B \ast \sigma_C \neq \sigma_B \ast \sigma_A \ast \sigma_C. \]

Here, \( \sigma_A \) denotes Alice’s signature. Similarly, \( \sigma_B \) and \( \sigma_C \) denote Bob’s signature and Charlie’s signature, respectively. Next, we think about a case where a signature scheme is constructed by a commutative operation. In this case, the result does not change even if the order between Alice and Charlie is changed. That is,

\[ \sigma_A \circ \sigma_B \circ \sigma_C = \sigma_A \circ \sigma_C \circ \sigma_B. \]

As a combination of these operations, a structured signature scheme can be constructed by a non-commutative ring homomorphism. Non-commutative operation is used between signers of different ranks, i.e. for a serial structure [7], and commutative operation is used between signers of the same rank, i.e. for a parallel structure [7].

We consider that signers with the same rank belong to a group, and all signers belong to somewhere in those groups. Whenever they send the generated multisignature to other group, they generate their signatures ahead.

### 3.2 Proposed Multisignature based on a Non-Commutative Ring Homomorphism

In this section, we propose a multisignature scheme based on a non-commutative ring homomorphism described in section 2.1. This scheme is a multisignature scheme that deals with hierarchical structure among signers.

Let the number of signers be \( N \). In the scheme, signers are denoted by \( U_i \) (\( 1 \leq i \leq N \)), and verifier denoted by \( V \). We assume existence of a trusted center that generates signers’ parameters.

#### Key Generation

1. A trusted center generates a big prime number \( p \). Then, a trusted center chooses \( g \) from a finite field \( \mathbb{F}_p^* \) and, let the order of \( g \) be \( l \).
2. All signers generate secret key \( x_i \in \mathbb{Z}_l \) and public key \( y_i \) such that \( y_i = g^{x_i} \mod p \).
3. All signers generate themselves ID information \( ID_i \) and rank information \( rank_i \).
4. All signers exhibit \( y_i, ID_i, rank_i \) to a public list.

All signer can find the information in the public list. All signer have each hash function \( H_i : \{0, 1\}^* \rightarrow \{0, 1\}^k \).
Multisigning For simplicity, we assume that each multisignature is processed by $U_i$ in the order from signer $U_i$ to $U_N$. Each $U_i(1 \leq i \leq N)$ receives previous signer’s multisignature $\sigma_i$ and public information $\mathcal{Y}_i, \mathbb{ID}_i, \mathbb{RANK}_i, U_{i,j}$. The verification is performed by using the equation (1). If $U_i$ is the first one, then the verification process is omitted.

$U_i$ chooses random number $r_{i,1}, r_{i,2}, r_{i,3} \in \mathbb{Z}_l$, and calculates $u_{i,2} = g^{r_{i,2}} \mod l$. Then, $U_i$ calculates as follows.

$$\sigma_i \equiv \left( r_{i,1} \ x_i + r_{i,2} H(M) \mod p - 1 \right) \equiv \left( u_{i,1} \ v_i \right),$$

if $\text{rank}_{i-1} = \text{rank}_i$, $\tilde{\sigma}_i \equiv \sigma_{i-1} \sigma_i$,

otherwise, $\tilde{\sigma}_i \equiv \sigma_{i-1} \ominus \sigma_i$.

$U_i$ sets $Y_i = Y_{i-1} || y_i$, $\mathbb{ID}_i = \mathbb{ID}_{i-1} || ID_i$, $\mathbb{RANK}_i = \mathbb{RANK}_{i-1} || \text{rank}_i$, $U_{i,j} = U_{i-1,j} || u_{i,j}$. If $U_i$ is the first one, let the informations be $Y_0 = \mathbb{ID}_0 = \mathbb{RANK}_0 = U_{0,j} = \emptyset$, and $\sigma_0 = \left( 0 \ V \ 0 \ 0 \right)$. Then, $\tilde{\sigma}_1 \equiv \sigma_0 \ominus \sigma_1$. Finally, $U_i$ gives $(\tilde{\sigma}_i, Y_i, \mathbb{ID}_i$, $\mathbb{RANK}_i, U_{i,j}$ to the next signer $U_{i+1}$. The last signer $U_N$ sends $(\sigma_N, Y_N, \mathbb{ID}_N$, $\mathbb{RANK}_N, U_{N,j}, M)$ to a verifier $V$.

Verification If the following congruence holds for $i = N$, then a verifier outputs accept, otherwise outputs reject.

$$f(\tilde{\sigma}_i) \equiv \left( \left( u_{1,1} \ y_1 \cdot u_{1,2} H(M) \right) * \left( u_{2,1} \ y_2 \cdot u_{2,2} H(M) \right) \right) * \left( u_{i,1} \ y_i \cdot u_{i,2} H(M) \right) \tag{1}$$

Here, the operand $*$ is either $\dagger$ or $\circ$. The operand depends on $\mathbb{ID}_i$ and $\mathbb{RANK}_i$.

To be specific, if $\text{rank}_{i-1} = \text{rank}_i$, then $*$ is $\dagger$. Otherwise, $*$ is $\circ$. The calculating order depends on $\mathbb{ID}_i$.

4 The Security of the Proposed Scheme

We apply the security analysis given in [6] to our scheme. Since the multisignature scheme described in [6] deals with only serial structures and our scheme deals with both serial and parallel structures, the same result as in [6] may not be derived even if we do not consider the change of signer structure. Thus, we show the difficulty of signature forgery with a fixed signer structure in the proposed scheme at first. After that, we discuss the security of the signing order in subsection 4.6.

4.1 Definitions related to security

Definition 1 A probabilistic turing machine $A$ breaks a key searching problem with $(t, \epsilon)$ if and only if $A$ can find a secret key from a public key with success probability greater than $\epsilon$ within performing time $t$. 
Definition 2 A key searching problem is \((t, \epsilon)\)-secure if and only if there is no probabilistic turing machine that can break it with \((t, \epsilon)\).

Definition 3 A probabilistic turing machine \(A\) breaks an identification scheme with \((t, \epsilon)\) if and only if \(A\) as a prover can cheat honest verifier \(V\) with success probability greater than \(\epsilon\) within performing time \(t\).

Definition 4 An identification scheme is \((t, \epsilon)\)-secure if and only if there is no probabilistic turing machine that can break it with \((t, \epsilon)\).

Definition 5 A probabilistic turing machine \(A\) breaks a multisignature scheme with \((t, \epsilon)\) if and only if \(A\) as a prover can forge a multisignature of a message with success probability greater than \(\epsilon\) within performing time \(t\). Here, \(A\) doesn’t conduct any attack that \(A\) acts as a verifier with a true prover.

Definition 6 A multisignature scheme is \((t, \epsilon)\)-secure if and only if there is no probabilistic turing machine that can break multisignature with \((t, \epsilon)\).

Definition 7 A probabilistic turing machine \(A\) breaks a multisignature scheme with \((t, l_{\text{sig}}, l_{H_1}, \ldots, l_{H_N}, \epsilon)\) if and only if \(A\) can forge a multisignature of a message with a success probability greater than \(\epsilon\) within performing time \(t\). Here, \(A\) can perform adaptive chosen message insider attack with \(l_{\text{sig}}\) pair of \(A\)’s intermediate partial signature and Prover’s signature, and \(q_{H_i}\) query to \(H_i\).

Definition 8 A multisignature scheme is \((t, l_{\text{sig}}, l_{H_1}, \ldots, l_{H_N}, \epsilon)\)-secure against signature forgery with the same signer structure if and only if there is no probabilistic turing machine that can break multisignature with \((t, l_{\text{sig}}, l_{H_1}, \ldots, l_{H_N}, \epsilon)\).

Definition 9 A structured multisignature scheme resists against a signature forgery associated with the signing order if and only if there is no probabilistic turing machine that can forge a multisignature with the signing order.

4.2 Multi-Round Identification Scheme

To analyze the proposed scheme, we consider the following multi-round identification scheme.

Key Generation
1. A trusted center generates a big prime number \(p\). Then, a trusted center chooses \(g\) from a finite field \(F_p\), and let the order of \(g\) be \(l\).
2. Prover \(P\) generates \(N\) secret keys \(x_i \in \mathbb{Z}_l\) and \(N\) public keys \(y_i\) such that \(y_i = g^{x_i}\), where \(N\) is number of signers.
3. Prover \(P\) generates \(N\) signers’ ID informations \(ID_i\) and rank informations \(\text{rank}_i\).
**Multi-Round Identification** Iterate the following steps for \( i = 1 \) to \( N \).

1. **Prover** \( P \) chooses three random number \( r_{i,1}, r_{i,2}, r_{i,3} \in \mathbb{Z}_p \) and calculates \( u_{i,2} = g^{r_{i,2}} \). Then, \( P \) sends \( u_{i,j} \) (\( 1 \leq j \leq 3 \)) to verifier \( V \). Here, \( u_{i,1} = r_{i,1}, u_{i,3} = r_{i,3} \).

2. **Verifier** \( V \) generates random number \( d_i \) where \( d_i \) is answer of hash query \( H_i(M) \). Then, \( V \) sends \( d_i \) to \( P \).

3. \( P \) calculates as follows.

\[
\sigma_i \equiv \left( \frac{r_{i,1} x_i + r_{i,2} d_i \mod p - 1}{r_{i,3}} \right) \equiv \left( \begin{array}{c} u_{i,1} \ v_i \\ 0 \ u_{i,3} \end{array} \right),
\]

if \( \text{rank}_{i-1} = \text{rank}_i \), \( \tilde{\sigma}_i \equiv \sigma_{i-1} + \sigma_i \),

otherwise, \( \tilde{\sigma}_i \equiv \sigma_{i-1} \odot \sigma_i \).

4. **Prover** \( P \) sends \( ID_i \) and \( \text{rank}_i \) to \( V \).

\( P \) sends \( \tilde{\sigma}_N \) to \( V \). Then, \( V \) check the following equation.

\[
f(\tilde{\sigma}_i) \equiv \left( \begin{array}{c} u_{1,1} \cdot u_{1,2} \\ 0 \ u_{1,3} \end{array} \right) \ast \left( \begin{array}{c} u_{2,1} \cdot u_{2,2} \\ 0 \ u_{2,3} \end{array} \right) \ast \cdots \ast \left( \begin{array}{c} u_{N,1} \cdot u_{N,2} \\ 0 \ u_{N,3} \end{array} \right)
\]

Here, the operand is either \( \dagger \) or \( \circ \). The operand depends on \( ID_i \) and \( \text{rank}_i \). To be specific, if \( \text{rank}_{i-1} = \text{rank}_i \), then \( \ast \) is \( \dagger \). Otherwise, \( \ast \) is \( \circ \).

**Lemma 10 (Reduction Lemma of Multisignature)** Let \( \epsilon \geq \frac{1}{t}((l_{H_i}(l_{H_j} \cdots (l_{H_{N-1}}(l_{H_N}(\frac{2^{N+1}}{l_{\sum \text{sig}}}} + l_{\text{sig}}) + 1) \cdots) + 1) + 1).

1. If \( A_1 \) breaks a multisignature with \( (t_1, l_{\text{sig}}, l_{H_i}, \cdots, l_{H_N}, \epsilon_1) \), then there exists \( A_2 \) which breaks a multisignature with \( (t_1, l_{\text{sig}}, 1, \cdots, 1, \epsilon_2) \), where \( \epsilon_2 \) is based on \( \epsilon_{H_i} \) for \( (1 \leq i \leq N) \). Here, let \( \epsilon_{H_0} = \epsilon_1, \epsilon_{H_i} = \frac{\epsilon_{H_{i-1}} \cdot \frac{2^{i-1}}{l_{H_i}}}{l_{H_i}} \).

2. If \( A_2 \) breaks a multisignature with \( (t_1, l_{\text{sig}}, 1, \cdots, 1, \epsilon_2) \), there exists \( A_3 \) which breaks a multisignature with \( (t_3, 0, 1, \cdots, 1, \epsilon_3) \), where \( t_3 = t + \text{(the simulation time of } l_{\text{sig}} \text{ signatures)} \) and \( \epsilon_3 \geq \epsilon_2 \cdot \frac{l_{H_0}}{l_{H_i}} \).

3. If \( A_3 \) breaks a multisignature with \( (t_3, 0, 1, \cdots, 1, \epsilon_3) \), there exists \( A_4 \) which breaks a multi-round identification scheme with \( (t_3, \epsilon_3) \).

**Proof**: The proof is almost the same with Lemma 9 in [6] and is omitted here.

**4.3 Hierarchical Heavy Row Lemma**

We use the hierarchical structures of a Boolean matrix and heavy row introduced in [6] to prove the security of our scheme. Assume that there is cheater \( A \) that can break multi-round identification scheme with \( (t, \epsilon) \).
**Definition 11** We consider that the possible outcomes of the performing of a cheater $A$ and an honest verifier $V$ are denoted by a Boolean matrix $H_i(r, d_1, \cdots, d_{l-1}; d_l, \cdots, d_N)$. The rows of the matrix correspond to all possible choices of $r, d_1, \cdots, d_{l-1}$, where $r$ is a random tape and $d_1, \cdots, d_{l-1}$ are all possible choices of hash function. The columns of the matrix correspond to all possible choices of $d_l, \cdots, d_N$. Its entries are 0 if $V$ rejects $A$’s proof, and 1 if $V$ accepts $A$’s proof.

**Definition 12** A row of matrix $H_i$ is $i$-heavy if the fraction of 1’s along the row is at least $\epsilon / 2^i$, where $\epsilon$ is the success probability of $A$.

**Lemma 13 (Hierarchical Heavy Row Lemma)** If the 1’s in $H$ are located in 1-heavy rows of $H_1$, 2-heavy rows of $H_2$, \ldots, $(i-1)$-heavy rows of $H_{i-1}$ simultaneously, then they are also located in $i$-heavy rows of $H_i$ with a probability of at least $1/2$.

**Proof:** The proof is almost the same with Lemma 12 in [6] and is omitted here.

### 4.4 Security of Multi-Round Identification Scheme

First, consider the case of two signers.

**Lemma 14** If finding a secret key $x_i$ from a public key $y_i$ is $(t(2), \epsilon(2))$-secure, then a multi-round identification scheme is $(t, \epsilon)$-secure, where

$$t(2) = (t + \phi_1) \frac{11}{\epsilon} + \phi_2,$$

$$\epsilon(2) = \frac{1}{8} (1 - (1 - \epsilon)^{1/\epsilon}) (1 - (1 - \frac{\epsilon}{2})^{2/\epsilon}) (1 - (1 - \frac{\epsilon}{4})^{4/\epsilon})^2.$$

Here, $\phi_1$ is the verification time of the identification protocol and $\phi_2$ is the calculation time of $s$ in the final step.

**Sketch of Proof:** The operation for the (1,2)-element in the addition ‘$\dagger$’ can be considered as the multiplication operation for the scheme in [6] and the proof for addition is almost same with Lemma 15 in [6]. On the other hand, the operation for the (1,2)-element in the multiplication ‘$\circ$’ is quite different from the multiplication operation for the scheme in [6]. Even so, our detail analysis shows that we can evaluate the security of the proposed scheme for multiplication in the same way as for addition. Hence, one probes entries along $H_i$. The following equation is derived from the equation (1).

$$
\begin{pmatrix}
  u_{1,1} \cdot u_{2,1} 
  & g^{u_{2,3}, v_{1} + u_{1,1}, v_{2}} 
  & 0 \\
 0 & u_{1,3} \cdot u_{2,3}
\end{pmatrix}
\equiv
\begin{pmatrix}
  u_{1,1} \cdot u_{2,1} 
  & (y_1 \cdot u_{1,2}^{d_{1,2}}) \cdot (y_2 \cdot u_{2,2}^{d_{2,2}}) 
  & 0 \\
 0 & u_{1,3} \cdot u_{2,3}
\end{pmatrix}.
$$

Concerning the (1,2)-element, $g^{u_{2,3}, v_{1} + u_{1,1}, v_{2}} = (y_1 \cdot u_{1,2}^{d_{1,2}}) \cdot (y_2 \cdot u_{2,2}^{d_{2,2}}) = u_{i,1}$ holds where $k$ denotes $k$-th challenge in the multi-round identification scheme.
Then, we can calculate the secret parameter with the same success probability and performing time in addition. The whole proof is shown in Appendix A.

As we have seen for the case $N = 2$, there is no difference between the security evaluation result for the serial structure and that for the parallel structure, and we can discuss the security of the proposed scheme for arbitrary $N > 1$ without distinguishing the addition operation and the multiplication operation in our scheme.

**Lemma 15** If finding a secret key $x_i$ from a public key $y_i$ is $(t(N), \epsilon(N))$-secure, then a multi-round identification scheme is $(t, \epsilon)$-secure, where

$$t(N) = (t + \phi_1) \frac{2^{(2N+1)} + 1}{3\epsilon} + \phi_2,$$

$$\epsilon(N) = \prod_{i=0}^{N} p_i(\epsilon).$$

Here,

$$p_0(\epsilon) = (1 - (1 - \epsilon)^{1/\epsilon}),$$

$$p_i(\epsilon) = \left( \frac{1}{2} (1 - (1 - \frac{\epsilon}{2i})^{2^{i-1}}) \right) \left( \frac{1}{2} \right)^{i-1} (i \geq 1).$$

**Proof:** The proof is by mathematical induction and shown in Appendix B. From the lemma 15 one can says that even though the scheme in [6] and our scheme deal with different signer structures, the results of security analysis are same in both schemes.

### 4.5 Security of the Proposed Multisignature Scheme

Since lemma 10 and the analysis described in the previous subsection, security of our scheme is proven as follows.

**Theorem 16** If finding a secret key $x_i$ from a public key $y_i$ is $(t(N), \epsilon(N))$-secure, then the proposed multisignature scheme is $(t, l_{\text{sig}}, l_{H_1}, \ldots, l_{H_N}, \epsilon)$-secure, where

$$t(N) = (t + \phi_1 + \phi_3) \frac{2^{(2N+1)} + 1}{3\epsilon_3} + \phi_2$$

$$= (t + \phi_1 + \phi_3) \frac{2^{(2N+1)} + 1}{3(\epsilon_2 - \frac{l_{\text{sig}}}{\epsilon_2})} + \phi_2,$$

$$\epsilon(N) = \prod_{i=0}^{N} p_i(\epsilon_3).$$
Here, $\phi_1$ is the verification time of the identification protocol, $\phi_2$ is the calculate time of $x$ in the final step, $\phi_3$ is the simulation time of $t_{\text{sig}}$ signatures. And,

$$p_0(\epsilon_3) = (1 - (1 - \epsilon_3)^{1/\epsilon_3})$$

$$= (1 - (1 - \epsilon_2 - \frac{t_{\text{sig}}}{\epsilon_3})^{1/\epsilon_3}),$$

$$p_i(\epsilon_3) = \left(\frac{1}{2}(1 - (1 - \frac{\epsilon_3}{2^i})^{2/(\epsilon_3)})^{2^{i-1}} \right) (i \geq 1)$$

$$= \left(\frac{1}{2}(1 - (1 - \frac{\epsilon_2 - \frac{t_{\text{sig}}}{\epsilon_3}}{2^i})^{2/(\epsilon_3)})^{2^{i-1}},$$

where $\epsilon_3 = \epsilon_2 - \frac{t_{\text{sig}}}{\epsilon_3}, \epsilon_2$ is based on $\epsilon_H, \epsilon_H_0 = \epsilon, \epsilon_H = \frac{\epsilon_{H-1}}{4}$ from Reduction Lemma of Multisignature.

### 4.6 Security of the Signing Order

We consider the security of the signing order of our scheme arising from non-commutativity of multiplication. Assume that $\hat{\sigma}_{\hat{A}B}(= \hat{\sigma}_A \odot \hat{\sigma}_B)$ is a valid multisignature that is generated by legitimate signers $U_A$ and $U_B$ for a message $M$ and the signing order $\mathbb{D}_i$. Then, another multisignature $\sigma_{\hat{B}A}(= \hat{\sigma}_B \odot \hat{\sigma}_A)$ for another signing order $\mathbb{D}_i'$ are rejected with respect to the verification of the signing order $\mathbb{D}_i$ with overwhelming probability.

**Theorem 17** For a group of two signers, the proposed structured multisignature scheme resists against a signature forgery associated with the signing order.

**Proof:** Since the equation (1), assume that the following equation holds.

$$\begin{pmatrix}
(u_{A,1} \cdot U_{B,1})^{g^{U_{B,3} \cdot v_A + u_{A,1} \cdot v_B}} & 0 \\
0 & (u_{A,1} \cdot U_{B,1})^{(y_A \cdot v_{A,2}^{H_A(M)})U_{B,3} \cdot (y_B \cdot U_{B,2}^{H_B(M)})u_{A,1}}
\end{pmatrix}$$

Since the element (1, 2), $U_{B,3} \cdot v_A + u_{A,1} \cdot v_B = (x_A + r_{A,2} H_A(M))U_{B,3} + (x_B + r_{B} H_B(M))u_{A,1}$. Here, let $Z = U_{B,3} \cdot v_A + u_{A,1} \cdot v_B, X = (x_A + r_{A,2} H_A(M))U_{B,3}$ where assume that $X \neq 0$, and $Y = (x_B + r_B H_B(M))u_{A,1}$. For all $z \in \mathbb{Z}_t$, the probability of $Z = z$ is given as follows.

$$\Pr[Z = z] = \Pr[(X \neq 0) \& (Y = Z - X)]$$

$$= (1 - \Pr[X = 0]) \cdot \Pr[Y = Z - X] = (1 - \frac{1}{t}) \cdot \frac{1}{t}$$

Here, $(1 - \frac{1}{t})$ is overwhelming probability since $\frac{1}{t}$ is negligible. Therefore, the probability is $\frac{1}{t}$. Thus,

$$\Pr[\sigma_{\hat{B}A} \text{ is accepted with } \mathbb{D}_i, \sigma_{\hat{A}B} \text{ is accepted with } \mathbb{D}_i] \leq \frac{1}{t}.$$  

$$\therefore \Pr[\sigma_{\hat{B}A} \text{ is rejected with } \mathbb{D}_i, \sigma_{\hat{A}B} \text{ is accepted with } \mathbb{D}_i] \geq 1 - \frac{1}{t}.$$
5 Efficiency of the Proposed Scheme

We compare the proposed scheme with DLP-based schemes in [4,7,8,9,12] and a primitive scheme [10] with respect to the signature size and the computational cost for signature generation and verification. For the signature generation and verification cost, we evaluate the number of modulo-\(p\) multiplications. Here we adopt a primitive arithmetic of binary methods in [1] for powering operation. We set \(p\) as 512 bits and \(q\) as 160 bits.

<table>
<thead>
<tr>
<th>Scheme</th>
<th># of multiplication (mod (p))</th>
<th>(U_i)'s signature generation cost</th>
<th>Verification cost</th>
<th>Signature size (bit)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primitive Scheme</td>
<td>211</td>
<td>380t</td>
<td>320t</td>
<td></td>
</tr>
<tr>
<td>Scheme [4]</td>
<td>210</td>
<td>380t</td>
<td>512t+160</td>
<td></td>
</tr>
<tr>
<td>Scheme [7]</td>
<td>380</td>
<td>380</td>
<td>672</td>
<td></td>
</tr>
<tr>
<td>Scheme [8]</td>
<td>210</td>
<td>380t</td>
<td>512t+160</td>
<td></td>
</tr>
<tr>
<td>Scheme [9]</td>
<td>230</td>
<td>200t(4t+1)</td>
<td>512(t+1)</td>
<td></td>
</tr>
<tr>
<td>Scheme [12]</td>
<td>210</td>
<td>400t</td>
<td>160(t+1)</td>
<td></td>
</tr>
<tr>
<td>Our Scheme</td>
<td>230</td>
<td>200(3t+1)</td>
<td>512(t+1)</td>
<td></td>
</tr>
</tbody>
</table>

Table 1 shows the result for \(t\) signers. The signature size in the proposed scheme is larger than other schemes except the scheme in [9]. However, the signature generation cost is equal between our scheme and the schemes in [9], and the signature verification cost is reduced in our scheme as compared with the scheme in [9]. Furthermore, our scheme has order-flexibility [12] of the signing order among signers with same rank as the schemes in [8,12], and only our scheme is based on an algebraic structure of underlying algebraic operation except the scheme in [9].

6 Conclusion

We have proposed a structured multisignature scheme by utilizing a non-commutative ring homomorphism, which is more comprehensive in terms of the representation of the signers' group structure than the scheme in [9], and discussed its security about adaptive chosen message insider attack. Finally, we evaluated performance cost of our scheme. We plan to study the security against stronger attack model and improve the efficiency as a future work.
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Appendix A: Proof of Lemma 14

Assume that $A$ can break a multi-round identification scheme with $(t, \epsilon)$. We construct a forger $F$ which calculate a secret key $x = x_1 + x_2$ of two pieces of public key $y_1$ and $y_2$ with $(t', \epsilon')$ by using $A$. First, we consider the following probing steps of $H$ to find $1$'s along the rows in $H$.

1. Probe random entries in $H$ to find an entry $a^{(0)}$ with $1$. Here, we denote the rows where $a^{(0)}$ is located in $H_1$ by $H_1^{(0)}$ and in $H_2$ by $H_2^{(0)}$.

2. After $a^{(0)}$ is found, probe random entries along $H_1^{(0)}$ to find another entry $a^{(1)}$ with $1$. Here, we denote the rows where $a^{(1)}$ is located in $H_2$ by $H_2^{(1)}$.

3. After $a^{(0)}$ is found, probe random entries along $H_2^{(0)}$ to find another entry $a^{(2)}$ with $1$. 


4. After $a^{(1)}$ is found, probe random entries along $\mathcal{H}_2^{(1)}$ to find another entry $a^{(3)}$ with 1.

Let $p_1$ be the success probability of step 1 with $\frac{1}{2}$ iteration. Since the fraction of 1’s along $\mathcal{H}$, $p_1 \geq (1 - (1 - \epsilon)^{1/2})$. Let $p_2$ be the success probability of step 2 with $\frac{3}{2}$ iteration. Since the probability that $\mathcal{H}_1^{(0)}$ is heavy is at least $\frac{1}{2}$ by hierarchical heavy row lemma and the fraction of 1’s along a heavy row is at least $\epsilon$, $p_2 \geq (1 - (1 - \frac{1}{2})^{3/2})$. Let $p_3$ be the success probability of step 3 with $\frac{3}{2}$ iteration. Since the probability that $\mathcal{H}_2^{(0)}$ is heavy is at least $\frac{1}{2}$ by hierarchical heavy row lemma and the fraction of 1’s along a heavy row is at least $\epsilon$, $p_3 \geq (1 - (1 - \frac{1}{2})^{3/2})$. Let $p_4$ be the success probability of step 4 with $\frac{5}{2}$ iteration. Since the probability that $\mathcal{H}_2^{(1)}$ is heavy is at least $\frac{1}{2}$ by hierarchical heavy row lemma and the fraction of 1’s along a heavy row is at least $\epsilon$, $p_4 \geq (1 - (1 - \frac{1}{2})^{5/2})$.

Let $a^{(k)}$ be represented by $(u_{i_1}^{(k)}, d_{i_2}^{(k)}, v_{i_3}^{(k)})$. Since $a^{(k)}$ is an entry with 1, the following equation holds.

$$\tilde{c}_2 \equiv \begin{pmatrix} u_{1,1} \cdot y_1 \cdot u_{1,2}^{(0)} \\ u_{1,3} \cdot u_{2,3} \end{pmatrix} \cdot \begin{pmatrix} u_{2,1} \cdot y_2 \cdot u_{2,2}^{(0)} \\ 0 \end{pmatrix}.$$

In addition,

$$\begin{pmatrix} u_{1,1} + u_{2,1} & g^{v_1 + v_2} \\ 0 & u_{1,3} + u_{2,3} \end{pmatrix} \equiv \begin{pmatrix} u_{1,1} + u_{2,1} \cdot y_1 \cdot u_{1,2}^{(0)} \cdot y_2 \cdot u_{2,2}^{(0)} \\ 0 \end{pmatrix}.$$ 

In multiplication,

$$\begin{pmatrix} u_{1,1} \cdot u_{2,1} \cdot g^{v_{2,3} + v_{1,3} + v_{2,2}} \\ 0 & u_{1,3} \cdot u_{2,3} \end{pmatrix} \equiv \begin{pmatrix} u_{1,1} \cdot u_{2,1} \cdot (y_1 \cdot u_{1,2}^{(0)} \cdot u_{2,3} \cdot (y_2 \cdot u_{2,2}^{(0)}) \cdot u_{1,3}) \\ 0 \end{pmatrix}.$$ 

Since the element $(1,2)$, $g^{v_{1,2}^{(k)} + v_{2,2}^{(k)}} = y_1 \cdot u_{1,2}^{(k)} \cdot y_2 \cdot u_{2,2}^{(k)}$ holds in addition and $g^{v_{2,3} + v_{1,3} + v_{2,2}^{(k)}} = (y_1 \cdot u_{1,2}^{(k)} \cdot u_{2,3} \cdot (y_2 \cdot u_{2,2}^{(k)}) \cdot u_{1,3})$ holds in multiplication, respectively. Here, we assume that $u_{1,1}^{(0)} = u_{1,1}^{(1)} = u_{1,1}^{(2)} = u_{1,1}^{(3)} = u_{1,1}$ and $u_{2,3}^{(0)} = u_{2,3}^{(1)} = u_{2,3}^{(2)} = u_{2,3}^{(3)} = u_{2,3}$ by using the same random tape. I’s in the rows of $\mathcal{H}_1^{(0)}$, $\mathcal{H}_2^{(0)}$, and $\mathcal{H}_2^{(1)}$ give four equations and five unknown variables $x_1, x_2, r_{1,2}^{(0)}, r_{2,2}^{(0)}$. Here, $x_1$ and $x_2$ do not appear separately, but $x = x_1 + x_2 \mod l$ in addition and $x = u_{2,3} x_1 + u_{1,1} x_2 \mod l$ in multiplication, respectively. Thus, secret key $x$ can be calculated as follows.

In addition, $x = v_{1,2}^{(0)} + v_{2,2}^{(0)} - r_{1,2}^{(0)} d_{1,1}^{(0)} - r_{2,2}^{(0)} d_{2,2}^{(0)}.$

Here, $r_{1,2}^{(0)} = \frac{v_{1,2}^{(0)} + v_{2,2}^{(0)} - v_{1,1}^{(1)} - v_{2,2}^{(1)} - r_{1,2}^{(0)} d_{1,1}^{(0)} + r_{2,2}^{(0)} d_{2,2}^{(0)}}{d_{1,1}^{(0)} - d_{1,1}^{(1)}},$

$r_{2,2}^{(0)} = \frac{v_{1,2}^{(0)} + v_{2,2}^{(0)} - v_{1,1}^{(2)} - v_{2,2}^{(2)} - r_{2,2}^{(0)} d_{2,2}^{(0)} + r_{2,2}^{(0)} d_{2,2}^{(0)}}{d_{2,2}^{(0)} - d_{2,2}^{(2)}}.
Row Lemma. Here, the required time for
\[ \sum_{i=1}^{N} t_i \]

For Appendix B: Proof of Lemma 15

Thus, \( t' \) and \( \epsilon' \) are obtained as follows.

\[
t' = (t + \phi_1) \times \left( \frac{1}{\epsilon} + \frac{2}{\epsilon} + \frac{4}{\epsilon} \right)
\]

\[
= (t + \phi_1) \frac{11}{\epsilon}
\]

\[
\epsilon' = \frac{p_{12}p_{23}p_{34}}{\epsilon}
\]

\[
\geq \left( (1 - (1 - \epsilon)^{1/\epsilon}) \right) \frac{1}{2} \left( 1 - (1 - \epsilon^{2/\epsilon}) \right) \frac{1}{2} \left( 1 - (1 - \epsilon^{3/\epsilon}) \right) \frac{1}{2} \left( 1 - (1 - \epsilon^{4/\epsilon}) \right)
\]

\[
= \frac{1}{8} \left( (1 - (1 - \epsilon)^{1/\epsilon}) \right) \left( (1 - (1 - \epsilon^{2/\epsilon}) \right) \left( 1 - (1 - \epsilon^{3/\epsilon}) \right) \left( 1 - (1 - \epsilon^{4/\epsilon}) \right)
\]

Appendix B: Proof of Lemma 15

For \( N = 2 \), Lemma 14 is satisfied. For \( N \geq 3 \), assume that \( t(N) = (t + \phi_1) \frac{1}{\epsilon} (1 + \sum_{i=1}^{N-1} 2^{2i-1}) + \phi_2 \) holds because of Hierarchical Heavy Row Lemma. Here, the required time for \( H_i \) is \( (t + \phi_1) \frac{1}{\epsilon} 2^{2i-1} \) for all \( i \). Then consider \( t(N+1) \).

\[
t(N + 1) = (t + \phi_1) \frac{1}{\epsilon} (1 + \sum_{i=1}^{N} 2^{2i-1}) + \phi_2 + \frac{t + \phi_1}{\epsilon} 2^{2(N+1)-1}
\]

\[
= (t + \phi_1) \frac{1}{\epsilon} (1 + \sum_{i=1}^{N} 2^{2i-1} + 2^{2(N+1)-1}) + \phi_2
\]

\[
= (t + \phi_1) \frac{1}{\epsilon} (2^{2(N+1)} + \frac{1}{3} + 2^{2N+1}) + \phi_2
\]

\[
= (t + \phi_1) \frac{1}{\epsilon} (2^{2(N+1)} + 1 + 3 \cdot 2^{2N+1}) + \phi_2
\]

\[
= (t + \phi_1) \frac{1}{\epsilon} (2^{2(N+3)} + \phi_2
\]

\[
= (t + \phi_1) \frac{1}{\epsilon} (2^{2(N+3)} + 1) + \phi_2
\]
Thus, the equation $t(N)$ holds for all integer $N > 1$. Similarly, assume that $\epsilon(N) = \prod_{i=0}^{N} p_i(\epsilon)$ holds. Then consider $\epsilon(N + 1)$.

\[
\epsilon(N + 1) = \prod_{i=0}^{N} p_i(\epsilon) \times \left( \frac{1}{2} (1 - (1 - \frac{\epsilon}{2i+1})^{2i+1}) \right)^{2(i)}
\]

\[
= \prod_{i=0}^{N+1} p_i(\epsilon)
\]

Thus, the equation $\epsilon(N)$ holds for all integer $N > 1$. 